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$-f_{\mathrm{A}}, g_{\mathrm{A}}$ in forward direction yields CRHFs, IND-CPA encryption (... and not much else)
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## Some Practical Drawbacks...
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New trapdoor generation and inversion algorithms:
$\checkmark$ Much, much simpler \& faster

* To generate: one matrix mult.
$\star$ To invert $f_{\mathrm{A}}, g_{\mathrm{A}}$ : efficient, highly parallel, \& mostly offline
$\checkmark$ Tighter, more secure parameters
* Asymptotically optimal with small constant factors
* Improvements: $8 x$ in $\operatorname{dim} m, 112 x$ in "quality" $\Rightarrow 50 x$ in keysize
$\checkmark$ New trapdoor notion (not a basis!): 4x smaller, easier delegation
$\checkmark$ More efficient applications beyond "black box" improvements:
* CCA encryption with smaller keys (subsumes [PW'08,P'09,ABB'10a])
$\star$ Short, standard-model signatures (improves [CHKP'10,R'10,B'10])
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Coming very soon to an eprint near you...

